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Abstract 

This report summarises the evaluation activity conducted on the Accident Damage 
Analysis Module (ADAM) developed by the EC Joint Research Centre, with specific 

reference to the physical effects associated with the concentration toxics after airborne 
dispersion, the thermal radiation of chemical fires, and the explosion of vapour 

flammable clouds.   Consequence assessment models are characterised by high level of 

complexity and of uncertainty. It is therefore of paramount importance to assess their 
limits. 

This evaluation activity was conducted on a series of relevant scenarios, by 
benchmarking the outcome of ADAM with the results obtained by similar software tools 

and with the experimental data obtained on a series of reference field campaigns, as 
taken from the literature.  

ADAM was funded by the Institutional programme of the EC Joint Research Centre and 
the EC Directorate General on EU Humanitarian Aid and Civil Protection (DG ECHO) via 

an Administrative Arrangement on Seveso Capacity Building in EU Neighbour Countries1. 

 

  

                                          
1   Administrative Arrangements N° ECHO/SER/2014/691549, N° ECHO/SER/2015/709788, and   

N° ECHO/SER/2016/732857 between DG ECHO and DG JRC  
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1 Introduction 

The Accident Damage Analysis Module (ADAM) is a tool recently developed by the Joint 

Research Centre (JRC) of the European Commission (EC) to assist the EU Competent 
Authorities, responsible for the implementation of the Seveso Directive in their countries, 

in quickly assessing the potential consequences of an industrial accident. In particular, 
ADAM is designed to implement the calculation of the physical effects of an industrial 

accident in terms of thermal radiation, overpressure or toxic concentration that may 
result from the loss of containment of a flammable or toxic substance. For this purpose, 

consequence assessment models are used to simulate the possible evolution of an 
accident. This to support operational decisions associated with the necessary preventive 

measures to be taken to avoid the occurrence of accidents, but also to aid emergency 

response in the case of failure of the above measures. In both cases, the accuracy of the 
predictive models is of paramount importance for the decision making process and the 

evaluation of these models is strictly necessary to understand their limits and to provide 
confidence about their robustness and applicability.  

The present document summarises the evaluation activity conducted on ADAM with 
specific reference to the overall consequence assessment cycle, from the critical event, 

which consists of the unintended release of the dangerous substance (ADAM Module 1) to 
the physical effects associated with such a release, by including the airborne dispersions 

of toxics, fires, and vapour cloud explosions (ADAM Module 2). This evaluation activity 

was conducted on a series of relevant scenarios, by benchmarking the outcome of ADAM 
with the results obtained by similar software tools and with the experimental data 

obtained on a series of reference field campaigns, as taken from the literature. A point to 
note is that all simulations with other software tools –used for benchmarking purpose- 

were performed by the JRC and have not been independently checked by the software 
developers. 

The first module refers to the implementation of models for source term calculation i.e. 
the estimate of the amount of substance released and the associated parameters that 

fully characterise the release process due to the assumed loss of containment. This 

estimate requires the knowledge of the type and amount of substance involved in the 
accident, the physical and storage conditions, the type and mode of rupture, and the 

release time. The source terms models are well known and are somehow uniform 
amongst the different tools for consequence assessment. Thus, Module 1 of ADAM was 

simply verified by benchmarking the results obtained on a series of different accident 
types with those obtained using similar software tools commercially available (i.e. PHAST 

of DNV and EFFECTS of TNO). For the more complex evaluation of flashing of pressurised 
substance and consequent rainout, the evaluation was conducted by comparing the 

ADAM results with the data of experimental trials available from the literature. 

The second module estimates the physical effects resulting from the accidental 
development following the loss of containment in terms of: (i) concentration of a toxic 

after airborne dispersion, (ii) thermal radiation of the chemical fire, and (iii) explosion of 
the vapour flammable cloud. This calculation is normally influenced by the atmospheric 

conditions (i.e., air temperature, air stability, wind speed) and by other parameters such 
as for instance the average time for vapour dispersions or the ignition time or ignition 

location for flash fires and vapour explosions. Since the associated models are strongly 
dependent from the assumptions made, this module was submitted to a more intense 

validation exercise by comparing the model output with the data of the experimental 

trials available from the literature. In general, the validation of consequence assessment 
models is not very straightforward. The main difficulty is associated with the need to 

establish whether the measurement data used to evaluate model performance are 
accurate enough. In some circumstances, it would be even incorrect to assume that a 

perfectly accurate model will reproduce measured data. For instance, some fluctuations 
in the environmental conditions occurring during the field tests might influence 

significantly the test results and cannot accounted for in the simulations. For this reason, 
a full validation of models, which are typically designed to describe natural systems, is 
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practically impossible, as the random nature of the involved process leads to some 
irreducible uncertainty (Oreskes, 1994). Instead of comparing each single prediction with 

the corresponding observation, a possible way forward to approach the problem is to 
group the observations and predictions according to a certain criterion, and then to 

compare the averaged results. In this respect, model can be only confirmed or evaluated 
by showing the good agreement between some set of observation data and predictions.   

The statistical measures used to evaluate the performance of ADAM to experimental data 

taken form the literature, were those suggested by Chang and Hanna (Chang, 2004), 
which are normally applied for the validation of airborne dispersion modelling evaluation 

and described on Table 1. In the present report the use of these indicators were also 
extended to the validation of other models such as for instance: the release of a two-

phase material from pipe, droplet size, rainout, and the physical effects from fires.  

Performance measures of Table 1 are expressed in terms of: 

 the predicted values by the models, 𝐶𝑝𝑖
,  

 the observations from the experimental trials, 𝐶𝑜𝑖
,  

 the average values (i.e. 𝐶𝑝
̅̅ ̅ ,  𝐶𝑜

̅̅ ̅ ) and standard deviations (i.e. 𝜎𝐶𝑝
, 𝜎𝐶𝑜

 ).  

When necessary to establish the confidence intervals on the different model indicators 

(i.e. to assess the significance of model differences), a Boostrap resampling technique 
(Efron, 1987) was employed. This procedure essentially involves random sampling from 

the original data set with replacement from the original sample. The purpose is to 
generate any number of new sample sets of the same size as the original data set. This 

approach is normally suggested since the above parameters are not easily transformed 
by standard procedures to a normal distribution. In the present case, the Boostrap 

method was applied by resampling 1000 estimates to determine the 95% confidence 
intervals for each performance level.  

In addition to the above quantitative measures, it is often informative to provide scatter 

plots of predicted vs observed concentration values.  
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Table 1: Performance measures. 

Performance 

measure 

Formula Description 

Fractional Bias 

(FB) 𝐹𝐵 =
𝐶𝑜
̅̅ ̅ − 𝐶𝑝

̅̅ ̅

0.5 (𝐶𝑜
̅̅ ̅ + 𝐶𝑝

̅̅ ̅)
 

The Fractional Bias (FB) is a measure of mean bias and 

indicates systematic errors, which allows assessing 

whether the model underestimates or overestimates the 

measured values.  FB is based on a linear scale and the 

systematic bias refers to the arithmetic difference 

between Cp and Co. 

Geometrical 

mean Bias (MG) 

 

𝑀𝐺 = exp (ln(𝐶𝑜)̅̅ ̅̅ ̅̅ ̅̅ − ln(𝐶𝑝)̅̅ ̅̅ ̅̅ ̅̅ ̅) 

 

The Geometrical mean Bias (MG) is also a measure of 

mean bias and indicates systematic errors, but 

differently from FB that is based on a linear scale is 

based on a logarithmic scale. Its use is normally 

preferred in dispersion related applications because of 

the wide range of magnitudes involved. 

Normalised 
Mean Square 

Error (MNSE) 

 

𝑁𝑀𝑆𝐸 =  
(𝐶𝑜 − 𝐶𝑝)

2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝐶𝑜
̅̅ ̅  ∙  𝐶𝑝

̅̅ ̅
 

The normalized mean square error (NMSE) is a measure 

of the overall scatter about the true value and accounts 

of unpredictable fluctuations. It reflects both systematic 

and unsystematic (random) errors. 

Geometric 

Variance (VG) 

 

𝑉𝐺

= 𝑒𝑥𝑝[(ln(𝐶𝑜) − ln (𝐶𝑝))2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ] 

 

The Geometrical Variance (VG) is, analogously to the 

NMSE, a measure of the overall scatter about the true 

value. It is based on a logarithmic scale and its use is 

normally preferred in dispersion related applications 

because of the wide range of magnitudes involved. 

Correlation 
Coefficient (R) 

 

𝑅 =  
(𝐶𝑜 − 𝐶𝑜

̅̅ ̅)(𝐶𝑝 − 𝐶𝑝
̅̅ ̅)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝜎𝐶𝑜
 𝜎𝐶𝑝

 
The correlation coefficient (R) reflects the linear 

relationship between two variables. It is insensitive to 

either an additive or a multiplicative factor. A perfect 

correlation coefficient is only a necessary, but not 

sufficient condition for accuracy.  

Fraction of 
Predictions 

within a factor-
of-two (FAC2) 

FAC2 = fraction of data that 
satisfies 

0.5 ≤  
𝐶𝑝

𝐶𝑜
 ≤ 2 

The fraction of predictions within a factor of two of 

observations (FAC2) is the most robust measure, 

because it is not overly influenced by high and low 

outlier. 
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2 Source Term (Module 1) 

The present chapter reports the results of the benchmarking of ADAM with other 

available software tools used to calculate the physical effects of accidents. The tools that 
were considered were EFFECTS of TNO and PHAST of DNV. A point to note is that the 

specific thermodynamic, fluid mechanic and transport properties used by ADAM and that 
may influence the release behaviour were collected from a different database if compared 

to the other reference software tools.  

As different accident scenarios, which depend on the type and properties of the stored 

substance, storage geometry and rupture type, require the use of different models, 
separate benchmarking had to be conducted to address the different situations. In 

particular, a first distinction was made depending on the storage thermodynamic 

conditions (i.e. pressure and temperature), which are particularly influential on the 
release dynamic. In such a way, the stored substance may be classified as follows:  

1. Compressed vapour, when they are superheated with respect to the saturated state 
at the storage pressure (i.e. the storage temperature is higher than the saturation 

temperature at the storage pressure). In this case, the release is vapour only. 

2. Non-boiling liquid (i.e. pure liquid), when they are subcooled with respect to the 

saturated state at the storage pressure (i.e. the storage temperature is lower than 
the saturation temperature at the storage pressure). Typically, this is the case of 

substances stored as liquids at ambient temperature and pressure such as many 

petrochemical products (e.g., gasoline, kerosene, diesel oil), but also to refrigerated 
liquefied gases. In this case, the release could be either liquid or two-phase 

depending on initial superheat.    

3. Pressurised liquiefied gases, when the storage temperature and pressure are in a 

saturation condition, or the storage pressure is above saturation level. In this case, 
both liquid and vapour are present in the vessel and the release is two-phase either 

for the substance flash after release or because of the two-phase mixing within the 
vessel. 

Since in ADAM three different types of damage mechanisms are considered (i.e. failure 

from vessel hole, from pipe connected to a vessel, and catastrophic rupture of a vessel), 
by combining these with the above substance types, there are nine different scenario 

categories, which need to be verified (see table below). The main output of these models 
under comparison was either the flow rate or the overall amount of the substance 

released. The overall dynamic was also considered. 

 

 

 

Type of LoC 

R1 Release of compressed gases from vessel 

R2 Release of compressed gases from pipe 

R3 Release of non-boiling liquids from vessel 

R4 Release of non-boiling liquids from pipe 

R5 Release of pressurised liquids from vessel 

R6 Release of pressurised liquids from pipe 

CR1 Catastrophic release of compressed gases from vessel 

CR2 Catastrophic release of non-boiling liquids from vessel 

CR3 Catastrophic release of superheated liquids from vessel 
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With reference to pressurised liquefied gases, since the process involving the flashing 
and rainout mechanisms can have different modelling alternatives, it was decided to 

conduct the evaluation of ADAM by comparing the calculus outcome with the 
experimental data taken form the literature. The results are given in the last section to 

this chapter. 

2.1 Release of compressed gases (R1 & R2) 

The first case used for the benchmarking was the outflow from vessel hole as taken from 
the Yellow Book (van den Bosch, 2005 paragraph 2.62 page 2.127). This consists of the 

release of a 100m3 vessel containing hydrogen stored at a temperature of 288.15K at 50 
bara. Although hydrogen is supercritical at these operating conditions (highlighted by 

ADAM with a pop-up menu), the real gas equation of state provides still a suitable 
estimate of the gas density. The relevant input parameters for the calculus of the source 

term are as follows: 

Input Parameter Value 

Substance Hydrogen 

Storage temperature 288.15 K 

Storage overpressure 49 barg 

Vessel Volume 100 m3 

Hole Diameter 100 mm 

Discharge coefficient  0.62 

The discharge coefficient is usually calculated by ADAM and PHAST via an automatic 

procedure (default setting for both software tool), however it was decided to fix a manual 
value in this case in order to make a direct comparison with the tabulated values of the 

Yellow Book, which were also calculated by using a fixed value of 0.62  

The result of the comparison is given in Figure 1, where the red curve refers to ADAM, 

the blue dotted curve was obtained using PHAST 7.22, and the green curve, which is 
much shorter (i.e. ca. 30s), represents the data as taken from the Yellow Book. In 

general, a very good match is present, with the Yellow book data that practically 
superimposes with the ADAM values. 
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Figure 1: Hydrogen release as from Yellow Book example (Yellow Book, par. 2.62 page 2.127) 

 

Figure 2 represent a more realistic case: the release of ethylene from a 25mm hole in a 

0.5 m3 ‘bullet’ type tank (i.e. cylindrical with hemiheads), where the compressed gas is 
stored at an absolute pressure of 250 psi at a temperature of -25 °F.  

Input Parameter Value 

Substance Ethylene 

Storage temperature -25 °F 

Storage overpressure 16.2 barg 

Vessel Volume 0.5 m3 

Hole Diameter 25 mm 

Discharge coefficient  Automatic (0.865 in EFFECTs) 

 

As it is clear from the figure, there is a very good match between the calculations 

performed by ADAM and PHAST 6.54, whilst the curve calculated by EFFECTS 5.5 is less 
conservative. The reason for this is that EFFECTS 5.5, differently from the others, makes 

use of the ideal gas approximation. This was confirmed by running ADAM with the ideal 
gas assumption. 
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Figure 2: Flow rate vs. time, hole diameter 25mm (Ethylene) 

The same release type was also calculated by varying the hole diameter and the storage 

pressure. For both cases the agreement between the results obtained with ADAM is very 
good (see Figure 3 and Figure 4). 

 
 

Figure 3: Flow rate vs. hole diameter (Ethylene) 
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Figure 4: Flow rate vs. storage gauge pressure (Ethylene) 

The simulation of the release of a compressed gas from a pipe connected to a vessel is 

reported in Figure 5. This case was obtained by assuming bore pipe rupture of a stainless 
steel pipe according to the input data given hereunder, and by assuming no other losses 

within the pipe: 

 

Input Parameter Value 

Substance Methane 

Storage temperature 288.15K 

Storage overpressure 67.5 barg 

Vessel Volume 100 m3 

Pipe inner diameter 154 mm 

Piper roughness 0.045 mm 

Other losses  none 

 

The two graphs depict the release flow rate as a function of the release time, and refer to 

the two different distances for the vessel where the pipe rupture takes places, i.e. 10m 
and 100m, respectively.  

Also in this case, a very good agreement is found between ADAM and PHAST. 
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a) 

 

b) 
Figure 5: Release of compressed Methane from a pipe. Flow rate vs release time. Pipe length at rupture: 

a) 10m ; b) 100m  
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2.2 Release of non-boiling liquids (R3 & R4) 

The release of non-boiling liquid can be simulated by assuming that the tank is sealed or 
atmospheric. In the first case, a depressurization phenomenon will take place during the 

outflow. This phenomenon will last until the internal pressure added to the hydrostatic 
weight equals the external pressure. This leads to an oscillating behavior of the flow rate 

resulting in a gurgling outflow. Both PHAST 7.22 and ADAM model the depressurization of 

a non-boiling liquid using both assumptions. On the contrary, EFFECTS uses the 
atmospheric assumption. In order to make the comparison, ADAM was therefore run 

twice, by using both assumptions. 

The result for a release from vessel (i.e. R3) is given in Figure 6, which represents the 

outflow of a non-boiling substance stored at room temperature with the following input 
parameters:  

 

Input Parameter Value 

Substance Benzene  

Storage temperature 290 K 

Storage overpressure 0 (atmospheric) 

Tank Horizontal 10m height, 5m diameter, 70% filling 

(substance volume 137.45 m3 ) 

Hole Diameter 100 mm 

Release height from bottom 1 m 

Discharge coefficient  0.61 

 

In both cases, ADAM reproduces quite well the results of the other tools, even if in the 
“sealed” talk case, the outflow provided by PHAST, which was obtained by setting the 

“vacuum relief valve” with the “not operating” option, is somehow more erratic.

 

 

Figure 6: Release of Benzene from vessel (hole: 100mm diameter) 



 

14 

For the release from pipe connected to a vessel (i.e. R4), the result is given in Figure 7. 
This is the case of benzene outflow from a 101.6 mm diameter pipe, 100m long. Also in 

this case the agreement for the two cases is rather good.  

 

Input Parameter Value 

Substance Benzene 

Storage temperature 290 K 

Storage overpressure 0 (atmospheric) 

Tank Vertical 10m height, 5m diameter, 70% filling 

(substance volume 137.45 m3 ) 

Pipe  Stainless steel (roughness 0.045mm,  inner 

diameter 101.6mm mm) 

Pipe length at rupture  100m 

Release height from bottom 1 m 

Losses in Pipe None 

 

 
Figure 7: Release of Benzene from pipe connected to a vessel (101.6mm diameter, 100m long) 
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2.3 Release of liquefied pressurized gases from vessel (R5) 

The outflow of a pressurised liquefied gas is definitely more complex if compared to the 
case of compressed gases and non-boiling liquids. In this case, the outflow generally 

undergoes to flash after release due to sudden depressurisation. This leads to two-phase 
releases that are characterised by droplets formation and subsequent rainout of part 

thereof, which may be cause of reduced concentration of the dispersive cloud. On the 

other hand, rainout is also cause of extended cloud duration, due to the evaporation of 
the pool formed by the rainout liquid, which form a secondary source of vapour. For this 

reason, it is of paramount importance to assess correctly the rainout portion of the 
outflow. 

Two sample cases involving the release from leak in a vessel (i.e. R5) were conducted by 
using chlorine and propane stored at saturation conditions as reference substances. The 

input data used for the calculations are given in the table below: 

 

Input Parameter Case 1 Case 2 

Substance chlorine  Propane 

Storage temperature 290 K 283.15 K 

Storage overpressure 5.179 bar (i.e. saturation) 5.353 bar (i.e. saturation) 

Tank Horizontal 10m length, 2.676m 

diameter, 80% filling  

(substance volume 45 m3 ) 

Spherical 19m radius, 80% filling 

55.7%  

(substance volume 2000 m3 ) 

Hole Diameter 50.8 mm 101.6 

Rupture from vessel 

bottom 

0.5 m 1 

Discharge coefficient  Automatic calculation Automatic calculation 

 

Figure 8 and Figure 9 show the flow rate vs the release time for the two cases under 

investigation. As it can be observed, there is a good match of ADAM with the other tools. 
The main difference can be noticed at the transition phase, which correspond to the time 

when the liquid level reaches the exit hole. ADAM is designed to model both the phases 

of the outflow, i.e. before (hole down) and after this transition (hole up), whilst the 
others focus on the first phase only, which corresponds to the situation with the liquid 

level above the exit hole (which is definitely the more significant in terms of the 
associated consequence effects).   

Since the outflow consists of a two-phase substance, it was decided to compare also the 
calculated vapour quality i.e. the vapour mass fraction in the two-phase mixture. Figure 

10 and Figure 11 show calculations performed with ADAM and PHAST (the old version of 
EFFECT does not allow visualising these data), where a good agreement is found. The 

behaviour of PHAST at the transition phase for the chlorine case is quite ambiguous since 

the release tends to became all-liquid, which was not expected. 

As previously mentioned, due to the complexity of other aspects associated with a 

release of a liquefied pressurised substance, i.e. the process of droplet formation and 
following rainout, the evaluation of ADAM was conducted by comparing the calculated 

data with the experimental data available in the literature. The following sub-sections 
provide the result of such a comparisons with reference to: droplet size formation, and 

rainout effects.  
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Figure 8: Release of Chlorine from Vessel (Horiz. Cylinder): flow rate vs. release time 

 

 

Figure 9: Release of Propane from Vessel (Sphere): flow rate vs. release time 



 

17 

 

 

 

Figure 10: Release of Chlorine from Vessel: vapour quality vs. time 

 

 

Figure 11: Release of Propane from Vessel: vapour quality vs. time 



 

18 

2.3.1 Droplet size formation 

The understanding of the formation of aerosol droplets and their entrainment in a vapour 

cloud is particularly important since aerosol increase the cloud density and influence the 

cloud dispersion behaviour. In addition, droplet size is directly associated with the liquid 
mass fraction falling onto the ground after release (rainout), which is cause of airborne 

concentration reduction and extended time duration of the dispersion phenomenon. 

Despite of the fact that ADAM allows different droplet size correlations, the test was 

conducted by using the default correlation. This is the modified CCPS correlation (Witlox, 
2013), in which the SMD (Sauter Mean Diameter) mechanical break-up value is taken for 

sub-cooled jets whilst flashing break-up is taken for super-heated jets.   

The validation test on droplet size formation was conducted on a series of scaled 

experiments for substances with a range of volatilities (water, gasoline, cyclohexane, n-

butane, propane), which were conducted at Cardiff University (Cleary, 2007; Witlox, 
2010). The results of the ADAM calculations were obtained by using the Phase III JIP 

SMD correlation (Witlox, 2010) and are shown in Figure 12, where the calculated value of 
the droplet size (i.e., Sauter Mean Diameter), indicated in the graph as ‘predicted SMD’, 

was compared to the values obtained experimentally. These values are also compared 
with those calculated in Witlox, 2010, by using a similar correlation (DNV PHAST). The 

results are quite similar, with the under predicting data that behave slightly better and 
those over predicting with a slightly worst tendency. This is also confirmed by the 

performance measures as shown in the table below: 

Table 2: Performance measures for droplet size. 

FB MG NMSE VG P FAC2 

ADAM  

-0.024 0.984 0.129 1.157 0.846 0.889 

Witlox 2010  

0.203 1.247 0.183 1.310 0.808 0.861 

 

  

Figure 12: Variation of predicted SMD against measured SMD  
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2.3.2 Rainout effects  

Rainout is the mass of liquid release that is lost from the airborne mass due to droplet 

impact on the ground. The droplets’ size is very influential on the overall rainout. In 

general, small droplets, typically with SMD <20 µm, will never rainout for most realistic 
scenarios, by evaporating before landing or carried along the jet.  

ADAM models the rainout in two separate steps:  

1. The mass fraction of a single droplet reaching the ground after release is 

estimated by taking into account the motion equation of the droplet, combined 
with the evaporation process and the related mass flux from the droplet surface to 

ambient air (i.e. single droplet rainout).  

2. Since the droplets formed after the release have not all the same initial size but 

they follow a distribution with an initial mean value equal to the Sauter Mean 

Diameter (SMD), the overall rainout is calculated by assuming a certain 
distribution for the droplets around the SMD value. Two alternative distributions 

are implemented in ADAM and can be selected in the option menu: 

 

Log-normal distribution* 

𝑝(𝑑) =  
1

√2 𝜋 𝑑 𝑙𝑛(𝜎𝐺)
𝑒𝑥𝑝 {−.5 [

𝑙𝑛 (
𝑑

𝑆𝑀𝐷
)  

𝑙𝑛(𝜎𝐺)
]

2

} 

Rosin-Rammler 

distribution 
𝑝(𝑑) = 𝑎𝑅𝑅𝑏𝑅𝑅 (

𝑑
SMD

)
𝑏𝑅𝑅 −1

exp [−𝑎𝑅𝑅  (
𝑑

SMD
)

𝑏𝑅𝑅

]

SMD
 

*Recommended distribution 

The benchmarking was conducted by comparing the ADAM rainout predictions with the 

experimental results obtained by the Center for Chemical Process Safety (CCPS) (a 
Directorate of American Institute of Chemical Engineers), which consisted of a pilot study 

executed from 1989 to 1991 into two phases and on several substances, i.e., water, 
trichlorofluoromethane (CFC-11), methylamine, chlorine, cyclohexane (Johnson, 1999).  

The ADAM rainout calculations were conducted by using the modified CCPS correlation for 
the droplet size estimate combined with the different droplets distributions, which can be 

selected in ADAM in the option menu. The selected droplet correlations was because it 
seems providing better results on the rainout estimate (Witlox, 2013).  

The results of the comparison of these calculations with the CCPS experimental data are 

depicted in Figure 12-Figure 17, which refer to the different involved substances. The 
different curves within each figure represent the results obtained by using the different 

droplet distributions: the purple solid line was obtained by using the log normal 
distribution with geometric spread equal to 1.4 (Woodward, 2014), the green solid line 

refers to the Rosin-Rammler distribution with parameters calculated (Kay, 2010), whilst 
the red solid line represents the Rosin-Rammler distribution with fixed parameters as 

suggested by Elktob (Elkotb, 1982). For comparison, the rainout prediction with the 
simpler correlation that do not require the full calculation of droplets size is also reported 

(Lautkaski, 2008), and it is represented by the solid blue line. 
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Figure 13: Comparison of the different rainout models implemented in ADAM with rainout CCPS data for 

Chlorine 

 

 

Figure 14: Comparison of the different rainout models implemented in ADAM with rainout CCPS data for CFC11 
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Figure 15: Comparison of the different rainout models implemented in ADAM with rainout CCPS data for 

Methylamine 

 

Figure 16: Comparison of the different rainout models implemented in ADAM with rainout CCPS data for 

Cyclohexane 
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Figure 17: Comparison of the different rainout models implemented in ADAM with rainout CCPS data for water 

In order to compare how the different distributions behave, the performance measures to 

the overall set of measurement/simulation combinations were calculated. The result is 
given in the table hereunder, which shows that the log normal distribution is definitely 

the better performing (higher FAC2 lower FB and MMSE, overall). For this reason, this 
distribution is used in ADAM as the recommended droplet distribution for rainout 

estimate, and is taken as the default distribution. To visualise the different performance 

behaviours, the Geometric Variance VG is reported in Figure 18 as a function of the 
geometrical mean bias MG. A model that “perfectly” reproduces the experimental trials 

would be placed at the (1,1) point. A model that is characterised by mean bias different 
from zero and zero random scatter would be placed somewhere along the parabolic line. 

Thus, this parabola represents the minimum possible value of the geometric variance 
(VG) for a certain value of the geometrical mean bias (MG). 95% confidence intervals on 

MG as calculated using the Bootstrap technique are indicated by the horizontal lines, 
these allow establishing whether the differences amongst the different points are 

significant, as it is in the present case. 

Finally, the data used to calculate the performance measures for the log normal 
distribution are shown in Figure 19, where the predicted and measured values of rainout 

of the different trials are graphically compared. 

 

Table 3: Performance measures for rainout modelling. Comparison amongst the different distributions. 

FB MG NMSE VG P FAC2 

Log-Normal distribution* 

0.05 1.12 0.214 1.767 0.564 0.846 

Rosin-Rammler distribution 

-0.50 0.54 0.375 2.075 0.311 0.638 

Rosin-Rammler distribution (Elktob) 

0.269 1.774 0.343 2.788 0.663 0.612 

* default distribution in ADAM 
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Figure 18: Performance measures (i.e. MG vs VG) for the rainout estimate of the CCPS trials. 95% confidence 

intervals on MG are indicated by the horizontal lines. The solid parabola represent the ‘Minimum VG’ curve. The 

vertical dotted lines represents the ‘factor-of-two’ between mean predictions and observations  

 

 

Figure 19: Log normal distribution, scatter plots of predicted vs mesured rainout (%) for the different CCPS 

trials. 
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2.4 Release of liquefied pressurized gases from pipe connected to 

vessel (R6) 

The case of release of a superheated fluid from pipe is probably the most complex 
amongst the different source term scenarios due to the flash occurring within the pipe 

immediately after the pipe failure. The model implemented by ADAM is the TPDIS model 
described in Kukkonen, 1990, which is also the recommended method in the Yellow 

Book.  

The validation was conducted by comparing the ADAM results with those obtained in the 
TRAUMA programme (Wheatley, 1987), and by benchmarking with the results obtained 

by PHAST on a set of accident scenarios. 

2.4.1 TRAUMA programme  

The TRAUMA programme was also used by Kukkonen to validate the TPDIS model. The 

same set of data were also used to verify, the TPDIS implementation in ADAM. The 
reference scenarios consisted of the discharge of three toxic (i.e., Ammonia, Chlorine and 

Sulphur Dioxide) and one flammable (i.e.  Propane) substances. All the scenarios 
referred to the full-bore rupture of a pipe connected to a vessel at a length L from the 

pipe inlet. The calculations were conducted by assuming absence of losses and friction 
(i.e. ε=0) within the pipe, with the main parameters summarised in the table below:  

case Substance Vessel Pipe structure 

  Storage T (C) Storage P (bar) 

 

L(m) D(mm) 

1 Ammonia 15 7.27 3.32 70 

2 Ammonia 15 7.27 3.32 100 

3 Chlorine 15 5.79 2.25 40 

4 Sulphur Dioxide 15 2.76 2.50 100 

5 Propane 15 7.26 1.72 70 

 

The results of ADAM are given in Figure 20, where the discharge flow rate vs the flow 
rate calculated by TRAUMA is reported. For comparison, the results obtained by using 

EFFECTS 9.0 and PHAST 6.54 are also given. By considered the TRAUMA data as the 
reference values, the corresponding quantitative performance measures were calculated 

as reported in Table 4, which shows the good match of ADAM with the reference 
simulation (i.e. TRAUMA). Overall ADAM, together the TPDIS model of Kukkonen, PHAST 

and EFFECTS, tend slightly to over-predict the flow rate if compared to TRAUMA (i.e. FB 
< 0) but with a very low normalized mean square error (NMSE), which shows the very 

limited scatter about the reference value. The different performance behaviour is also 

shown in Figure 21, which depicts the normalised mean square error NMSE vs the 
fractional bias FB, which is given with its 95% confidence intervals as calculated by using 

the Bootstrap technique. A model perfectly reproducing the results of TRAUMA would be 
placed at the (0,0) point.  

Table 4: Performance measures to evaluate the R6 case. Comparison between different tools.  

 FB MG NMSE VG P FAC2 

ADAM -0.120 0.900 0.021 1.013 0.999 1.000 

KUKKONEN -0.128 0.881 0.021 1.016 0.999 1.000 

PHAST 6.54 -0.139 0.847 0.044 1.045 0.920 1.000 

EFFECTS 

9.0 

-0.383 0.688 0.192 1.153 0.997 1.000 
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Figure 20: Flow rates for the cases of the TRAUMA programme. Calculated vs reference TRAUMA values. 

 

Figure 21: Performance measures (i.e. FB vs NMSE) by using the TRAUMA simulation as the reference values. 

The 95% confidence intervals on FB are indicated by the horizontal lines. The solid parabola represents the 

‘Minimum NMSE’ curve.  
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2.4.2 Benchmarking with PHAST  

Two sets of reference scenarios were taken from Kukkonen, 2010, which are summarised 

hereunder: 

1. Release from the full-bore rupture of a pipe connected to a vessel at a distance of 
L = 2m from the pipe inlet. Pipe roughness ε = 0.05 mm, Pipe diameter 

D = 40 mm. Substances in the vessel: Chlorine, Propane, Ammonia, Sulphur 
dioxide, Hydrogen fluoride. Storage Temperature in the vessel from -30 to 30 

Celsius degrees. Storage Pressure at saturation conditions. (case of fig. 4.2. in 
Kukkonen, 2010). 

2. Release from the full-bore rupture of a pipe connected to a vessel at variable 
distances from the pipe inlet. Pipe roughness ε = 0.05 mm, variable Pipe 

diameters (i.e. D = 40 mm and D = 20 mm). Substance in the vessel: Chlorine. 

Storage Temperature in the vessel 15 Celsius degrees. Storage Pressure at 
saturation conditions. (case of fig 4.3. in Kukkonen, 2010). 

Differently from the case of Kukkonen, where in order to account of the pipe inlet losses 
a coefficient of contraction of Cd = 0.5 was assumed, the calculation herewith presented 

was conducted by assuming no losses, as this was not possible to model explicitly with 
PHAST 5.64.  

The comparison of ADAM with PHAST for these two series is depicted in Figure 22 Figure 
23, respectively, with a very good agreement for both cases. 

 

Figure 22: Comparison between ADAM and PHAST on different substances stored at different temperatures and 

at saturated pressure. Flow rate vs storage temperature (pipe diameter D = 40mm, pipe roughness ε = 0.05 

mm, no losses in pipe, pipe length at rupture L = 2m). 
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Figure 23: Comparison between ADAM and PHAST on the release from pipe brake from vessel containing 

chlorine. Flow rate vs pipe length at rupture for two pipe diameters (i.e. 20 mm and 40 mm). Pipe roughness 

ε = 0.05 mm, no losses inside pipe. For ADAM two cases were considered: no losses at pipe inlet and losses 

due to a sharp inlet. 
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2.5 Catastrophic releases 

In the case of catastrophic failure of a vessel, the whole content of the dangerous 
substance is released into the atmosphere. In the case of the release of a pure liquid, the 

calculus of the source term is rather trivial, since all the stored material will take part in 
the pool formation. By contrast, in the case of a compressed or liquefied-pressurised gas, 

the flashing after release might result in the formation of a two-phase material, with 

droplet formation and rainout. The post-expansion parameters of the released substance 
(i.e. flash temperature, expansion velocity, and vapour quality) have to be assessed as 

the serve as an input for the physical effect modules. 

The following sections provide a comparison of the post expansion parameters calculated 

by ADAM and PHAST 6.54.  

2.5.1 Release of a compressed gas from vessel (CR1) 

The two reference cases are the catastrophic rupture of a vessel containing ethylene and 

hydrogen, with the following input parameters:  

 

Input Parameter Case 1 Case 2 

Substance Ethylene Hydrogen 

Storage temperature 290 K 288.15 

Storage absolute pressure 1.5-50 bara 1.5-50 bara 

Vessel Volume 50 m3 1 m3 

 

The results of the comparison between ADAM and PHAST is given in Figure 24 and Figure 
25, which refer to the ethylene and hydrogen cases, respectively. In the first case, the 

calculus of the expansion velocity was conducted without limiting its maximum value. 

PHAST uses a rather arbitrary value of 500 m/s to account of turbulence effects, which in 
the present case did not intervene because the estimated values were below this 

threshold. In the second case, due to the specific nature of hydrogen, the expansion 
velocity is much higher for the storage pressures under consideration. Thus, it was 

decided to limit this value by using the sonic velocity as capping method (this can be 
selected in both the option menu of ADAM and PHAST.  

For both cases, all post-expansion parameters are in a very good agreement for the two 
tools. In the second case, the vapour quality xe of the expanded gas was not reported, 

since, as expected, there was no condensation (i.e. xe = 1).  
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Figure 24: Case 1 (Ethylene). Post expansion parameters vs absolute storage pressure: a) Flash Temperature, 

b) Expansion velocity, and c) Vapour quality. 
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●  

Figure 25: Case 2 (Hydrogen). Post expansion parameters vs absolute storage pressure: a) Flash Temperature, 

b) Expansion velocity. 
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2.5.2 Release of a liquefied pressurised gas  (superheated) from vessel 
(CR3) 

With reference to the catastrophic release of a vessel containing a superheated gas (i.e. 

CR3), three cases involving propane, chlorine and ammonia, were considered. The input 
parameters are reported below, with the pressurised gases at saturated conditions and 

variable storage temperatures in a quite broad range.  

 

Input Parameter Case 1 Case 2 Case 3 

Substance Propane Chlorine Ammonia 

Storage temperature variable 

Storage absolute 

pressure 

at saturated conditions 

Vessel Volume 10 m3 1 m3 73 m3 

 

The results for these three cases are reported in Figure 26, Figure 27, and Figure 28, 

respectively. All post expansion parameters under investigation are reported as a 
function of the storage temperature in a quite broad range (i.e. 240-350 K). Storage 

pressure is always considered at saturation.  

In general, the agreement is rather good in all cases, with a slighter discrepancy on the 

estimate of the droplets’ size, which tends to deviate especially for intermediate values of 

the storage temperature.   
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Figure 26: Case 1 (Propane). Post expansion parameters vs absolute storage temperature: a) Expansion 

velocity, b) Vapour quality, and c) droplets’ size. 
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Figure 27: Case 2 (Chlorine). Post expansion parameters vs absolute storage temperature: a) Expansion 

velocity, b) Vapour quality, and c) droplets’ size. 
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Figure 28: Case 3 (Ammonia). Post expansion parameters vs absolute storage temperature: a) Expansion 

velocity, b) Vapour quality, and c) droplets’ size. 
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2.6 Pool Spreading and Vaporisation Module 

The GASP model, which is the recommended model implemented in ADAM, was already 
evaluated by its developers (Webber, 1987; Brighthon, 1990; Webber, 1990). As the 

model and its implementation have a certain level of complexity, a validation was also 
conducted on the implemented version of ADAM, by using experimental data available 

from the literature. In general, the evaluation was conducted separately for pool 

spreading, and vaporisation, by selecting test cases for which one of these two 
mechanisms is dominant, as described in the following sections.  

However, a first verification was conducted by comparing the ADAM results with the pool 
spreading and vaporisation calculations obtained by the HSE using the original GASP 

code on Burro 8 trials (Ivings, 2016). Burro 8 trial referred to a continuous release of 
LNG on water (more details are given in next 3.1.1 section).  

This comparison is given in Figure 29 and Figure 30 , which show the pool radius and 
mass vaporised as a function of time, respectively. 

 

 

Figure 29: Pool radius vs time for Burro 3 trial, HSL GASP and ADAM GASP calculations. 

 

Figure 30: Mass vaporised vs time for Burro 3 trial, HSL GASP and ADAM GASP calculations. 
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2.6.1 Pool spreading 

The pool spreading models implemented in ADAM (i.e. GASP and Raj) were evaluated 

against experimental data. 

For pools spreading on land, the experimental data obtained by Belore and McBean 
(Belore, 1986) were considered. These referred to the spreading of water due to a 

continuous discharge over a plywood surface. Due to the very low vaporisation rate, 
vaporisation is negligible in the considered time frame (i.e. ca. 1 hour), and the process 

involves pool spreading only. Amongst the different 3D-tests, the ones containing only 
water were selected (tests containing different solutions with carboxy-methyl-cellulose 

were excluded because of the absence of related information in the ADAM database. 
Duration of the release was set as equal to the observation time for each test, since the 

flow was stopped when the substance reached the test bed, during the experiments. This 

justifies the assumption of a pure continuous release.   

Thermal heat transfer properties for plywood were taken from the www.engineering.com 

website (i.e. thermal conductivity: 0.12 W/mK, thermal diffusivity: 1.81 10-7 m2/s), 
whilst the following input parameters where used for the calculations: 

 

Table 5: Belore and McBean tests, input parameters 

 Test 28 Test 29 Test 30 

Flow rate   (l/min) 

                   (Kg/s) 

22.04 

(0.367) 

49.25 

(0.8196) 

73.1 

(1.265) 

Storage Temperature (K) 295 

Atm. and ground Temperature (K) 295 

Wind speed at 10m 0.1 

Solar Radiation (W/m2) 0 

A minimum pool thickness of 5mm was assumed. 

The outcome of the simulations of the three tests are reported in Figure 31, Figure 32, 

and Figure 33, where the different curves were obtained using both models implemented 
in ADAM i.e., GASP (Webber, 1987; Webber, 1990) and Raj (Raj, 2011). As a 

comparison, the calculations performed by using PHAST 7.22 were also included. These 
data practically superimpose the results of ADAM Raj, as expected, since PHAST uses the 

same formula for pool spreading.  

In general, despite of the scatter of experimental data, the results of ADAM GASP are 

good for both test 28 and test 29, whilst they tend to over-predict the pool radius for test 
30. By contrast, ADAM Raj over predicts for all the selected tests. This is in agreements 

with the deductions of Webber who clearly emphasised that Raj equation rightly 

“expresses the resistance effect of displaced water, and has absolutely no justification for 
pools spreading on land” (Webber, 2012). 

https://www.engineering.com/Library/ArticlesPage/tabid/85/ArticleID/152/categoryId/11/Thermal-Conductivity.aspx
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Figure 31: Pool radius vs time for Belore & McBean test 28. 

 

 

Figure 32: Pool radius vs time for Belore & McBean test 29. 
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Figure 33: Pool radius vs time for Belore & McBean test 30. 

 

For pools spreading on water, the performance of ADAM was evaluated against the 

experimental data provided by Dodge et al (Dodge, 1983), which referred to both 
instantaneous and continuous releases of a series of volatile and non-volatile 

hydrocarbons. 

More specifically, four test series were conducted, with Series I and III involving the 

instantaneous release different hydrocarbons whilst Series II and IV consisting of 

continuous spills of different hydrocarbons under different wind conditions.  

For the evaluation of ADAM, a number of tests were selected from this report, by picking 

almost all involved substances, and keeping instantaneous releases with largest amount, 
and continuous releases with highest and lowest flow rates (i.e. 0.5 and 1.26 liters/s, 

respectively). The selected cases are reported in Table 6. 

The substances spill temperature, the ambient temperature and the water temperature 

related to each test were not explicitly reported. However, all demonstration cases used 
for the simulation and described in the Dodge et al. report were set with a single value of 

for all these three parameters (i.e. 20 Celsius). As such, this was the selected value also 

for the present simulation.  

Solar radiation and air stability was also not reported. Neutral condition was set for all 

selected tests, with an outdoor solar radiation of 500 W/m2.  

Wind speed was reported only for the releases of volatile substances (i.e. Series III and 

IV), thus for the other cases (i.e. Series I and II) the lowest wind speed value usable in 
ADAM was selected (i.e. 0.1 m/s). 

Figure 34 and Figure 35 show the comparison between the predicted and experimental 
radius for tests involving pool spreading following an instantaneous release (i.e. Series I 

and III). Differently for the case of spreading on land, the Raj model implemented in 
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ADAM performs slightly better than GASP. This is also noticed in the case of continuous 
releases (Series II and IV), where the discrepancy between the two models is even more 

evident. In this case, ADAM GASP tends to systematically under predict the pool radius, 
whilst ADAM Ray slightly over predict it, as also noticed in Fernandez’s PhD thesis, who 

performed this simulation with the same model (Fernendez, 2013). 

 

 

 

Table 6: List of Dodge’s at al. tests used for ADAM evaluation. 

Test case Total Amount 

(kg) 

Flow Rate 

(kg/m3) 

Wind speed 

(m/s) 

 

Series I (instantaneous) 

 

I 1-4 n-OCTANE 28.12 n.a. .1 

I 2-4 KEROSENE 31.80 n.a. .1 

I 3-4 n-HEXANOL 32.76 n.a. .1 

I 5.4 m-XYLENE 34.56 n.a. .1 

 

Series II (continuous) 

 

II 1-1 n-OCTANE n.a. 0.3515 .1 

II 1-4 n-OCTANE n.a. 0.8858 .1 

II 2-1 KEROSENE n.a. 0.3975 .1 

II 2-4 KEROSENE n.a. 1.002 .1 

 

Series III (instantaneous) 

 

III 1-4 n-PENTANE 25.04 n.a. 1.83 

III 2-4 HEPTANE 27.36 n.a. 1.69 

III 3-4 n-OCTANE 28.12 n.a. 1.30 

III 5-4 ETHYL ACETATE 36.04 n.a. 1.83 

 

Series IV (continuous) 

 

IV 1-4 n-PENTANE n.a. 0.7888 2.62 

IV 2-1 HEPTANE n.a. 0.3420 1.57 

IV 3-4 n-OCTANE n.a. 0.8858 1.24 

IV 5-1 ETHYL ACETATE n.a. 0.4505 0.67 
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Figure 34: Predicted vs Experimental pool radius for Series for the instantaneous releases (Series I tests, 

Dodges, 1983). The solid line represents the ideal case whilst the dashed lines represents a ±20% scatter from 

ideal. 

 

Figure 35: Predicted vs Experimental pool radius for Series for the instantaneous releases (Series III tests, 

Dodges, 1983). The solid line represents the ideal case whilst the dashed lines represents a ±20% scatter from 

ideal. 
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Figure 36: Predicted vs Experimental pool radius for the continuous releases (Series II and IV tests, Dodges, 

1983). The solid line represents the ideal case whilst the dashed lines represents a ±20% scatter from ideal. 

 

In order to quantitatively assess the model implemented in ADAM that performs best for 

poos spreading in water, statistical performance indicators where calculated and reported 
in Table 7. The data confirm that ADAM Ray performed better for the selected tests, since 

the performance indicators are significantly different within their 95% confidence interval 

calculated using the Bootstrap technique.  

 

Table 7: Performance measures on Dodge tests  

 FB MG NMSE VG P FAC2 

ADAM (GASP) 0.084 1.055 0.056 1.077 0.911 1 

95% confidence interval 0.046 0.061 0.018 0.020 0.036 0 

ADAM (Raj) 0.050 1.026 0.024 1.016 0.962 1 

95% confidence interval 0.031 0.029 0.004 0.003 0.016 0 

Ideal model 0 1 0 1 1 1 

 

As a general conclusion of these preliminary tests on pool spreading, within the limits of 

the ADAM implementation, the GASP model is recommended for pool spreading on land 
whilst the Raj model is recommended in case of spreading on water. 
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2.6.2 Pool Vaporisation 

The pool vaporisation models implemented in ADAM (i.e. GASP and Mackay & Matsugu) 

were evaluated against experimental data. The selected cases referred to releases in 

bund, in which the spreading mechanism has no relevance (i.e. with a complete pool 
formation occurring in fractions of second. This allowed isolating the processes involving 

heat exchange and vaporisation from pool spreading. 

For pools on land, the experimental tests carried out by Kawamura and Mackay were 

used for this evaluation (Kawamura, 1987). These consisted of experiments on seven 
instantaneous releases of volatile substances from a circular pan of inner diameter equal 

to 0.46m. The presence of the containment allowed the complete formation in fractions 
of second, which makes the evaporation mechanism independent of the pool spreading.  

The series of tests and the input data used for the simulation are given in Table 8.  

 

 

Table 8: Kawamura and Mackay, input parameters 

 Test 18 Test 19 Test 20 Test 21 Test 22 Test 23 

Substance Toluene Hexane Cyclohexane n-Pentane n-Pentane Freon 11 

Released mass (kg) 3.44 3.08 2.61 4.36 2.48 10.35 

Air Temperature (K) 298.15 302.15 300.15 296.15 298.15 304.15 

Solar radiation (W/m2) 872 894 728 647 861 853 

Wind speed at 10m (m/s)* 2.65 3.14 1.59 4.94 5.42 1.17 

Simulation duration (h) 3.5 1.67 1.5 1.07 0.58 1.5 

*wind speed data collected from Nawaz, 2014 and Fernandez, 2013 

Spill temperature and ground temperature were not explicitly reported by the authors of 
the tests. Thus, they were supposed to be in equilibrium with air temperature, with the 

exception of Test 23, since air temperature was above the substance normal boiling point 
(i.e. 269.76 K). In this case, therefore, spill temperature was set as just below this value. 

Wet sand terrain was assumed, with thermal conductivity and diffusivity as taken from 
the ADAM database (i.e. 0.6 W/m/K, and 3.310-6 cm2/s, respectively). 

Experimental data reported evaporation rates (per unit surface) averaged over the whole 

experiment duration. Thus, the evaporation rate predicted values were obtained through 
the following expression: 

𝑞𝑎𝑣
𝑒𝑣 =  

1

𝑡max
∑ 𝑞𝑖 

𝑒𝑣 ∆𝑡𝑖 

where 𝑞𝑎𝑣
𝑒𝑣  is the average predicted evaporation rate, 𝑡max is the reported time duration of 

the experiment (i.e. the simulation duration in the above table), 𝑞𝑖 
𝑒𝑣 is the simulated 

evaporation rate at the i-th time step ∆𝑡𝑖. 

The outcome of the simulation is depicted in Figure 37 and shown in Table 9, which 

provides a comparison between predicted and experimental data. The results obtained by 

using ADAM GASP and ADAM MacKay & Matsugu models are also compared to the values 
obtained by Fernandez (Fernandez, 2013) using the PVAP-MC model, which is one of the 

implemented models in PHAST. 

Overall, the performance of ADAM GASP is very good, which as obtained using the 

Brighton value for the pool roughness length (i.e., 0.00023 m), which is the 
recommended value in ADAM.  
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Table 9: Predicted and simulated average vaporisation rate per unit area of the Kawamura & MacKay Tests. 

(Percentage deviations from experimental value are within parenthesis) 

Average Evaporation rate 

(Kg/m2/h) 

Test 18 Test 19 Test 20 Test 21 Test 22 Test 23 

 

Experimental values 

(Kawamura, 1987) 

3.9 

 

9.38 

 

7.28 

 

23 

 

27.1 

 

34.88 

 

ADAM (GASP) 
4.00 
(2.7%) 

9.06 
(-3.4%) 

6.95 
(-4.5%) 

22.37 
(-2.8%) 

29.65 
(9.4%) 

30.85 
(-12%) 

ADAM (MacKay & Matsugu) 
5.91 
(52%) 

12.71 
(36%) 

11.05 
(52%) 

28.40 
(24%) 

35.91 
(32%) 

37.36 
(7.1%) 

PVAP-MC (Fernandez, 2013) 
4.42 
(13%) 

 10.31 
(42%) 

27.08 
(18%) 

33.79 
(25%) 

 

 

 

 

 

 

Figure 37: Predicted vs Experimental average vaporisation rate for Kawamura & MacKay trials (Kawamura, 

1987). The simulation carried out with ADAM GASP and ADAM MacKay & Matsugu, are compared with the data 

obtained using the PVAP-MC model reported in Fernandez, 2013.  
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For pools on water, ADAM was evaluated against the data of the U.S. Bureau of Mines 
(Burgess, 1972), which referred to several tests involving instantaneous releases of LNG, 

liquid Nitrogen and liquid methane. The tests were conducted on a 0.0742 m3 reservoir of 
water placed on a balance to measure the weight loss due to vaporisation. For each 

involved substance, the releases were repeated under the same conditions to ensure 
reproducibility of the results and to get average values for the vaporisation rate. 

More specifically, the number of tests and the measured averaged evaporation rates 

(calculated during the first 20 seconds after the release), together with the input 
parameters used for the simulation are given in Table 10.  

This table reports also the average vaporisation rates as calculated with ADAM GASP 
under the two different assumptions that film boiling between the pool and the water 

substrate takes place, or not. From the results, it is quite evident that ADAM GASP 
reproduces quite well the experimental results for the LNG and Methane trials without the 

film boiling assumption (i.e. with a deviation of ca. 5%), whilst this assumption play an 
important role in the case of liquid Nitrogen. This is also evident in the following figures, 

that depict the vaporised mass vs time for the different test series (Figure 38 for LNG, 

Figure 39 for Nitrogen, and Figure 40 for Methane). 

 

Table 10: U.S. Bureau of Mines tests on LNG, liquid Nitrogen and Methane (Burgess, 1972). Number of tests for 

each series, average values of the measured vaporisation rate, input parameters used for the simulation, and 

ADAM results.  

 LNG Liquid Nitrogen Liquid Methane 

Number of Tests 7 

(from N.18 to 24) 

4 

(from N.35 to 38) 

11 

(from N.44 to 49 and 

from N. 56 to 60) 

Spill temperature (K) 111 77.3 111 

Temperature of water (K) 294.15 294.15 293.15 

Exp. Vaporisation rate (kg/s)   0.0115 

(average 0-20s) 

0.0122 

(average 0-20s) 

0.0125 

(average 30-60s) 

Vaporisation rate (kg/s) 

ADAM (no film boiling) 

0.0121  

(5.2%) 

0.0405 

(>200%) 

0.0132 

(5.6%) 

Vaporisation rate (kg/s) 

ADAM (film boiling) 

0.00387 

(>50%) 

0.0109 

(10.6%) 

0.00422 

(>50%) 

Due to the small-scale nature of the tests, stable conditions (F Pasquill stability call) and low wind speed (i.e. 0.1 
m/s) were considered for the simulation. 

 

 

 



 

45 

 

Figure 38: Vaporised mass vs time for the LNG instantaneous releases carried out by the U.S. Bureau of Mines 

(Burgess et al, 1972). Experimental data are reported together with ADAM simulation in absence and presence 

of film boiling. 

 

Figure 39: Vaporised mass vs time for the liquid Nitrogen instantaneous releases carried out by the U.S. Bureau 

of Mines (Burgess et al, 1972). Experimental data are reported together with ADAM simulation in absence and 

presence of film boiling. 
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Figure 40: Vaporised mass vs time for the Methane instantaneous releases carried out by the U.S. Bureau of 

Mines (Burgess et al, 1972). Experimental data are reported together with ADAM simulation in absence and 

presence of film boiling. 
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3 Physical Effects (Module 2) 

3.1 Atmospheric Dispersions  

ADAM-SLAB is the Physical Effect Module for airborne dispersion calculations. This 

software originates from the former dispersion model developed by the Lawrence 
Livermore National Laboratory (SLAB), which is a widely used, validated and quality 

assured to treat heavier-than-air clouds but that can be applied also to neutral buoyant 
or lighter-than-air clouds. In particular, SLAB addresses various types of releases, 

including a ground-level evaporating pool, an elevated horizontal jet, a stack or elevated 
vertical jet, and an instantaneous volume source. With the exception of the evaporating 

pool, in which the source term is assumed to be all vapour, the other sources may 
consists of either pure vapour or a mixture of vapour and liquid droplets. The 

atmospheric dispersion is calculated by solving spatially averaged conservation equations 

of mass, momentum, energy, species. The conservation equations are spatially averaged 
in order to treat the cloud as a steady state plume, a transient puff, or a combination of 

the two depending on the duration of the release. In this respect, it should be considered 
that the solution to spatially averaged equations leads to spatially averaged cloud 

properties.  

In ADAM, the SLAB algorithm that was originally written in FORTRAN has been 

completely rewritten in a more efficient code by using the C++ language. Before 
introducing novel methodological aspects, the code transformation procedure was fully 

verified in a large number of scenarios. A special software was written to verify the new 

code by comparing its outcome with the results of the original SLAB. This software was 
designed to execute parallel runs of the original and the new SLAB by varying all the 

input parameters in a wide range. Clearly, the same environmental data such as the 
ambient pressure and the thermophysical properties of air and water, which are coded in 

SLAB, were also used in the ADAM version of SLAB. A special feature of the software was 
that it allowed checking whether all the lines of the ADAM code were used in the series of 

run. This in order to verify whether the choice of the reference accident scenarios and of 
the parameters’ range used for this benchmarking would cover all the software lines. The 

comparison led to very consistent results between the original SLAB version and the 

SLAB transformation into the ADAM code.  

After this verification exercise, some methodological improvements were introduced in 

ADAM. These include:  

 the possibility to use other environmental data extracted from the ADAM database 

instead of those coded in the original SLAB (e.g., properties of air and water);  

 the direct linkage with the source term module;  

 the increase of the number of points in the downwind direction for the 
construction of proper effect maps; 

 an alternative calculus of the average concentration for instantaneous releases; 

 the calculus for time-varying releases; 

 the inclusion of the separate contribution from pool evaporation in case of rainout.  

All these modifications are described in detail in the ADAM Technical Guidance document 
(Fabbri, 2017). 
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3.1.1 Overview of reference field campaigns 

The set of field trials used for this evaluation are summarised in the table below and 

described hereunder. 

 

Table 11: Field campaigns for atmospheric dispersion 

 

Field campaign substance Release type Reference 

Burro LNG Evaporating Pools Koopman, 1982a and 1982b 

Coyote  LNG Evaporating Pools Goldwire, 1983 

Desert Tortoise Ammonia Horizontal jets (2phases) Goldwire, 1985 

Goldfish Hydrogen Fluoride Horizontal jets (2phases) Blewitt, 1987 

Fladis Ammonia Horizontal/Vertical jets (2phases) Nielsen, 1996b 

Thorney Island Freon12+N2 Instantaneous release McQuaid, 1985 

Burro and Coyote: These series of trials were performed over a dry lake bed at the US 
Naval Weapon Center at China lake, California. The trials consisted of a series of releases 

of LNG into a water basis, which formed pools 58 m wide. The 8 Burro trials focussed on 

the dispersion of evaporating vapours. The 4 Coyote tests were conducted later on and 
expanded from Burro by studying the occurrence of phase transitions, and the fires 

resulting from the cloud ignition. 

Desert Tortoise and Goldfish: These two series of trials were conducted over at the 

Frenchman Flat desert area of the Nevada Test Site. The Desert Tortoise consisted of a 
series of 4 two-phase releases of pressurised ammonia from a pipe pointing horizontally 

downwind at a height of 1m from the ground. Ammonia concentrations were measured 
with sensors located on towers distributed along arcs at distances of 10m and 800m 

downwind from the source and at different heights (in the range 1-8.5m). Other two 

measuring portable stations were placed at higher distances.  The Goldfish tests were 
conducted on the same site and consisted of a series of 3 releases of pressurised 

Hydrogen Fluoride. HF sensors were located on cross wind lines at distances of 300m, 
1000m and 3000m from the source and at different heights (in the range 1-8.5m). 

Fladis: These field experiments were conducted by a team from Risoe, Hydro-Care, FOA 
and CBDE on consisted of a series of pressurised ammonia releases on a flat terrain at a 

height of 1.5m. The main difference with Desert Tortoise trials was due to the much 
lower flow rates that allowed investigating on far field passive effects.  The measuring 

setup in consisted of three main arcs of sensors at 20, 70, 150 and 238m downwind from 

the source at 0, 1.5 and 10m height.  

Thorney Island: These heavy gas dispersion trials conducted by the UK Health and 

Safety Executive and involved a series of large (i.e. 2000m3) instantaneous releases of a 
mixture of Freon12 and N2 from a collapsible tent-like structure. The dispersions took 

place on an airfield, which could be considered as relatively flat mostly and in absence of 
obstacles, as existing building were not placed in the dispersion direction. 
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3.1.2 Model evaluation procedure 

Since ADAM has introduced several methodological changes, in some circumstances the 

model outcome may vary from the results obtained by using the original SLAB. For this 

reason, it is necessary to conduct a novel evaluation campaign. 

As mentioned in the introduction, the validation process of consequence assessment 

models is not always very straightforward, and the case of airborne dispersion models is 
extremely complex. Some of the measurement data used to evaluate the model 

performance are never accurate enough and some observed data cannot be reproduced 
even by a ‘perfectly accurate’ method. For instance, the random nature of the dispersion 

process, i.e. due to local fluctuations of the wind or atmosphere properties, leads to a 
scatter of local concentration measured during the field tests and used as the reference 

values for modelling evaluation. For this reason, these reference data are often grouped 

according to certain criteria by obtaining ensemble-averaged mean data, which are then 
compared to those calculated by the models.  

The statistical measures used to compare experimental data with predictions are those 
described in the introduction (see Table 1), which are based on the concentration 

observed values (i.e. the measured average or peak concentrations Co) and the model 
output (i.e. the calculated average or peak concentrations Cp). In order to apply the 

calculus of performance measures on a consistent number of observation/prediction 
pairs, for each experimental trial dataset blocks were built by grouping the data 

associated with each monitoring arc. 

A point to note is that, compared to other engineering fields, acceptance standards for 
validation of dispersion models are less stringent. Commonly, a model is considered to 

provide acceptable performance if predictions are within a factor of two of the 
measurement data for half of the time (CCPS, 1996). This partially reflects the level of 

uncertainty in many of the sets of measurement data. It was shown by Davies 
(Davies,1987) that multiple repeats of an instantaneous release of a dense gas under 

nominally identical conditions in a wind tunnel can produce concentrations at 
downstream locations, which vary by roughly a factor of two. In addition, the study 

conducted by Hanna et al. (Hanna, 1993) in their evaluation of 14 hazardous gas models, 

highlighted that the range of acceptability of performance measures is described by the 
conditions outlined below:  

 
 Fraction of prediction within a factor of two of observation is about 50% or greater 

(i.e. FAC2>0.5). 
 Mean bias within 30% of the mean (i.e., -0.3 < FB < 0.3 or 0.7 < MG < 1.3). 

 Random errors is about a factor of two or three of the mean (i.e. NMSE < 1.5 or 
VG < 4). 

Consequently, the same acceptability range is used for the purpose of this evaluation 

exercise.  

In addition to the above quantitative measures, scatter plots of predicted vs observed 

concentration values were always presented in order to provide a general idea of the 
overall trend.  

3.1.3 Results and discussion 

Burro, Coyote and Fladis 
For three set of trials (i.e. Burro, Coyotes and Fladis), all experimental information and 

results were collected from the Rediphem database (Nielsen, 1996a). This database 
contains both the auxiliary data which are necessary to run the dispersion models (meteo 

and environmental information), and the data on local concentrations which were 
measured through sensors positioned at different locations during the trials. The data on 

concentration are given as a function of time, which were processed to obtain average 
values within the release time duration. These data formed the observations’ data set 

(i.e., Co) to be compared with the model output (i.e., Cp).  
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As the exact location of the sensor was known, ADAM calculations were conducted at the 
specific spatial coordinates of these locations, which allows making the comparison more 

appropriate. An example of sensor positioning for the Burro 8 trial is depicted in Figure 
41, which shows the downwind and crosswind coordinates of the sensors that are 

displaced in equidistance arcs. Most of the sensors were placed at three different heights, 
i.e. 1, 3, and 8m.  

 

 

Figure 41: Burro 8 trial, positioning of sensors for concentration measurements 

Since all integral models as the one implemented in ADAM do not directly take into 
account of the fluctuations of wind direction around the central axis (the meandering 

effect addressed averaged effects only), the punctual comparison of the 

observation/prediction pairs does not make very much sense. Thus, these data were 
grouped to form pairs (observed and simulated data) belonging to the same arc, and the 

values to compare were those averaged amongst data of the same arc. In other words, 
the procedure consisted of comparing the average concentrations observed on the 

sensors in the same arc (i.e. those with comparable x-values) with the values calculated 
by averaging the simulations obtained on the single points of each arc. In such a way, 

the unavoidable under/over predictions at the single point due to wind direction 
displacement were slightly compensated. The number of arcs for the different trials was: 

4 for Burro, 5 for Coyote, and 3 for Fladis. 

 
The result of these comparisons for three different trials of Burro are given in Figure 42, 

which shows a very good agreement between predicted and experimental data. Similarly, 
Figure 43 and Figure 44 shows the results of the comparison conducted on 3 Coyote 

trials and 14 Fladis trials.   
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Figure 42: Burro -scatter plot of observation/prediction pairs.  

 
Figure 43: Coyote - scatter plot of observation/prediction pairs.  
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Figure 44: Fladis - scatter plot of observation/prediction pairs.  

 
Desert Tortoise and Goldfish 

For the Desert Tortoise and Goldfish trials, the data on single sensor concentrations vs 

time were not available at the JRC, therefore, the average concentration data on the 
centreline reported in the literature (Hanna, 1991), were used as the reference data. The 

scatter plot of observed and predicted concentrations on the centreline is given in Figure 
45, which shows that whilst the match is excellent for the Desert Tortoise trials, ADAM 

tend to under predict in the Goldfish case.  
 

Thorney Island 
The ADAM test on Thorney Island data is particularly important since it refers to the case 

of instantaneous release. For such a release type, ADAM has, indeed, introduced some 

significant modifications to the original SLAB model by producing different results. The 
observed maximum ground concentration centreline concentrations of the different trials 

were compared to the model predicted values. This comparison is shown in Figure 46 
that shows an excellent agreement for the majority of field tests.  
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Figure 45: Desert Tortoise & Goldfish trials - scatter plot of observation/prediction pairs  

 

Figure 46: Thorney Island instantaneous release (Freon + N2) - scatter plot of observation/prediction pairs  
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Statistical model evaluation 
In order to quantify all the above results, the statistical performance measures defined in 

the introduction were calculated for the different trials’ set. The outcome of this calculus 
is given on Table 12, which shows the general good performance of ADAM. In general, all 

performance measures are within the acceptability range, with the exception of the 
Goldfish trials, for which ADAM underpredicted the concentration values. For Coyote 

trials, the fractional bias and the geometrical mean bias were just above the acceptability 

threshold.  
 

Finally, Figure 47 shows the overall geometrical mean bias, MG and the geometric 
variance, VG, values for the different trials. Here, an experimental trial “perfectly” 

reproduced by the model would be placed at the (1,1) point. The case with no random 
scatter but with a mean bias different from zero would be placed somewhere along the 

parabolic line that represents the minimum possible value of the geometric variance for 
the corresponding value of the geometrical mean bias. Thus, all points should lie within 

this parabola. As a reference, the two vertical lines represent the ‘factor-of-two’ between 

mean predictions and observations. 
    

Each point reported in the figure is given with its MG 95% confidence interval as 
calculated by using the Bootstrap technique. Overall, the performance of ADAM is very 

good. 
 

 
Table 12: ADAM Performance measures on the different field trials* 

 FB MG NMSE VG P FAC2 

BURRO 0.11 1.32 0.06 1.50 0.99 0.83 

COYOTE -0.52 0.74 1.03 1.52 0.74 0.67 

FLADIS 0.23 1.00 0.24 1.38 0.97 0.81 

DESERT TORTOISE 0.14 0.96 0.11 1.26 0.98 0.92 

GOLDFISH 1.07 3.13 3.76 3.81 0.98 0.00 

THORNEY ISLAND -0.25 0.93 1.22 1.59 0.70 0.92 

Ideal model 0 1 0 0 1 1 

* values in italics are outside the acceptability range 
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Figure 47:  Model performance indicators, geometrical mean bias MG and geometric variance VG for 

concentration prediction and observations. The horizontal lines on MG represent 95% confidence intervals; the 

solid parabola is the “minimum” VG curve. The vertical dotted lines represent the ‘factor-of-two’ between mean 
predictions and observations 
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3.2 Fires 

This section deals with the evaluation of flammable effect models implemented in ADAM, 
which are all based on semi-empirical correlations. For fire related effects, the evaluation 

was conducted by comparing the ADAM predictions with the experimental data available 
from the literature. The fire flame geometry, the radiative properties of the flame and the 

calculation of the radiant flux at receptor location were not analysed separately, but were 

studied in terms of the overall final effect. For both pool and jet fire calculations, because 
of some modifications introduced in the models in terms of the flame geometry, the 

novel procedure for the calculus of the view factor, and alternative correlations to 
address the effects of atmospheric absorption, full evaluation was conducted. For 

fireballs, since the implemented model is very well established and simple to verify by 
hand calculations, its evaluation was not reported here.  

3.2.1 Pool fires 

The models implemented in ADAM have been evaluated against experimental trials for 
LNG (Johnson, 1992) and LPG (Welker & Cavin, 1982) pool fires. Specifically three 

different empirical models are implemented in ADAM: (i) the Modified TNO model, (ii) the 
Shokry and Beyler model, and (iii) the Mudan model (Fabbri, 2017). Separate 

simulations were conducted on these three.  

Johnson trials 

The fields trials used for the evaluation refer to field trial 1, 6 and 7 conducted by Shell 

Research Ltd and British Gas, which were reported in tabular form by Johnson (1992). 
The main input parameters are summarised hereunder: 

 

Table 13: Input parameters for the LNG pool fire trials (Johnson, 1992) 

Trial 

number Pool 

diameter 

(m) 

Wind 

speed 

(m/s) 

Ambient 

Pressure 

(bar) 

Ambient 

Temp.   

(C) 

Humidity 

(%) 

Points 

1 
1.8 2.4 - - - 5 

6 
6.1 6.6 .943 7 83 13 

7 
10.6 4 .943 9.3 87 13 

 

The pool was formed by refrigerated LNG that for the purpose of the calculations was set 
at a temperature of 110K. 

For the thermal radiation comparison, a proper transformation of the coordinate system 
for the location of radiometers had to be implemented. The simulation was conducted by 

assuming the radiometer pointing at the axis of the pool, which was placed at 1m 

(trial 1), 0.7-1.07 m (trial 6), and 1.25 m (trial 7) heights.  

Table 14 provides the result of the evaluation in terms of the associated statistical 

measures for the three different models implemented in ADAM. This resulted from the 
comparison of experimental data as obtained from Johnson, 1992 with the ADAM 

simulation. In this case, the Co coefficients of Table 1 refer to the observed thermal 
radiation, whilst Cp is the thermal radiation predicted by ADAM for each measuring point 

(31 for the present case). As it results from the table, both the Modified TNO and Mudan 
methods perform very well, whilst the results obtained with the Shokri and Beyler 

method are quite questionable. 

Scatter plots for the TNO modified and Mudan models implemented in ADAM are shown 
in Figure 48 where the observed vs predicted thermal radiations are given. For a 
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comparison, the figure includes also the values calculated in the reference paper 
(Johnson, 1992). Also from the plot it result the better performance of the TNO method if 

compared to Mudan.  

 

 Table 14: Performance measures on Jonhson trials (Pool fire) for the different models implemented in ADAM 

 FB MG NMSE VG P FAC2 

Modified TNO -0.024 0.994 0.032 1.023 0.936 1.000 

SHOKRI and BEYLER 0.412 1.558 0.444 1.547 0.386 0.677 

MUDAN -0.043 0.967 0.068 1.063 0.831 1.000 

Ideal model 0 1 0 1 1 1 

 

 

Figure 48: LNG pool fires. Comparison with experimental trials from Johnson, 1992 (Trial 1, 6,7). Scatter plot of 

observation/prediction pairs 

 

Welker and Cavin trials 

Radiation data obtained from experimental trials on LPG pool fires were extracted from 

Part II of the DOE report on Vaporisation, Dispersion, and radiant Fluxes from LPG spills, 
(Welker & Cavin, 1982).  

Since the LPG was unloaded into concrete pits 5, 10, 20, and 40 pits square. Pool fires 

with diameter equivalent of 1.86, 3.58, 7.02, and 13.9 were obtained. Measuring 
radiometers were positioned at an elevation of 5 ft. above the top of the pit and were 

generally placed in the crosswind direction, 1 and 2 pit widths from the edge of the pit 
(rear and front radiometers).  

All thermal radiation data available in the report are associated to a specific field test 
characterised by certain wind conditions (i.e. speed and direction), and correspond to the 

rear and front radiometer responses. The number of available tests were ca. 60, with two 
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measurements each from the front and rear radiometers. In ADAM, the radiometer was 
modelled as a vertical target and a suitable coordinate transformation was implemented 

to take into account of the different wind directions associated with each test. 

The result of the evaluation of ADAM against the Welker and Cavin trials for the three 

implemented models is provided in terms of the performance indicators reported in Table 
15. Again, the modified TNO and Mudan are the implemented models that perform the 

best.   

Scatter plots for the TNO modified and Mudan models implemented in ADAM are shown 
in Figure 48 and Figure 49, respectively, where the observed vs predicted thermal 

radiations are given.  

 

Table 15: Performance measures on Welker and Cavin trials (Pool fire) for the different models implemented in 

ADAM 

 FB MG NMSE VG P FAC2 

Modified TNO 0.025 1.073 0.140 1.118 0.719 0.956 

SHOKRI and BEYLER 0.606 1.863 0.626 1.681 0.559 0.596 

MUDAN -0.083 0.974 0.173 1.107 0.725 0.965 

Ideal model 0 1 0 1 1 1 

 

Finally, Figure 48 shows the overall geometrical mean bias, MG and the geometric 

variance, VG, values for the different pool fires for both the Johnson and Welker&Cavin 
trials. As usual, the figure reports also the parabolic line representing the minimum 

possible value of the geometric variance, with the two vertical lines indicating the ‘factor-
of-two’ between mean predictions and observations.  

 

As it can be seen from the figure, the modified TNO and the Mudan methods 
implemented in ADAM performs very well whilst the Shorky and Bayler method is 

characterised by lower performance. Overall, the modified TNO is selected as the default 
method in ADAM for pool fires. 
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Figure 49: LPG pool fires. Comparison of ADAM TNO with experimental trials from Welker and Cavin, 1982. 
Scatter plot of observation/prediction pairs 

 

Figure 50: LPG pool fires. Comparison of ADAM - MUDAN with experimental trials from Welker and Cavin, 1982. 
Scatter plot of observation/prediction pairs 
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Figure 51:  Model performance indicators, for the pool fire trials. The different models included in ADAM were 

tested separately. The horizontal lines on MG represent 95% confidence intervals; the solid parabola is the 
“minimum” VG curve.  

3.2.2 Jet fires 

The ADAM model implementation for vertical and horizontal jet fires was evaluated 

against experimental trials involving LNG (Chamberlain, 1987 and Johnson, 1994) 

Vertical Jets 

For vertical jets, one reasonable source of test data is reported by Chamberlain (1987), 

which contains data from large-scale trials involving natural gas releases carried out at 
onshore oil installation in Cumbria (Trial 4), with three tests (A, B, C) with different 

variables (jet diameter, wind speed, flow rate, and environmental conditions) as outlined 
in the table below. Stagnation temperature and pressure were not reported. Thus, they 

were fixed in ADAM together with a discharge coefficient of 0.86, in such a way to 
produce the reported flow rate  

Table 16: Input parameters for Trial 4 (Chamberlain, 1987)  

 Test A Test B Test C 

Flow rate (kg/s) 5.6 11.2 22.2 

Orifice diameter (mm) 152 203 305 

Ambient temperature (°C) 16.3 14.2 14.3 

Humidity (%) 50 60 51 

Wind speed (m/s) 8.1 6.3 10.3 

Wind direction (from north ,deg)  268 268 270 
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For each test, several data points at different receptor locations were reported. A suitable 
coordinate transformation had to be carried out in order to adapt ADAM reference system 

with the Chamberlain’s original coordinate system. For the calculation, the radiometer 
was modelled as being placed horizontally, with the normal to its sensitive surface 

pointing at the z-axis (i.e. vertical direction placed at release origin). Figure 52 shows the 
comparison of thermal radiation data predicted by ADAM vs the observed values in the 

different locations. As a reference, the original data calculated by Chamberlain (1987) 

were also included.  

 

 

Figure 52:  LNG vertical fires. Comparison of ADAM with Cumbria experimental trial 4 from Chamberlain, 1987. 

Scatter plot of observation/prediction pairs for the different Tests (i.e. A, B, and C). 

 

Horizontal Jets 

For horizontal jets, the field trials carried out at the British Gas test site (Bennet, 1991) 

and reported in the paper by Johnson et al. (1994) were used. These involved four 
different tests involving natural gas horizontal jets (B, C, D, and E), originated from 

different orifice diameters and under different operative and environmental conditions. 

Also in this case, measurements at different locations and at two different heights (i.e. 
1.7 and 2m) were available. For the calculation, the radiometer was considered as 

oriented horizontally, with the normal to its sensitive surface pointing at the z-axis (i.e. 
vertical direction placed at release origin). 
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Table 17: Input parameters for horizontal jet field trials (Johnson, 1994)  

 Test B Test C Test D Test E 

Stagnation overpressure (barg) 0.3 2.1 11.1 66 

Stagnation Temperature (K) 277 267 279 281 

Flow rate (kg/s) 2.8 8.4 7.9 3.8 

Orifice diameter (mm) 152 152 75 20 

Ambient temperature (K) 279 281 282 286 

Humidity (%) 89 80 81 91 

Wind speed (m/s) 1.7 0.3 3.9 6.9 

Wind direction (from north ,deg)  247 326 271 269 

 

The comparison of thermal radiation data predicted by ADAM with the observed values in 
all different locations is shown in Figure 53. The original calculations reported in Johnson 

et al. (1994) are also reported in the graph.  

 

 

Figure 53:  LNG horizontal fires. Comparison of ADAM experimental data from Johnson 1994. Scatter plot of 
observation/prediction pairs for the different Tests (i.e. B, C, D, and E). 
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Statistical measures  

The result of the evaluation of ADAM against the Chamberlain and Johnson Trials (i.e., 

vertical and horizontal LNG jets) is reported in Table 18, in which the whole set of 
statistical performance measures is provided, and in Figure 54 that shows the geometric 

variance as a function of the geometrical mean bias. Also in the present case, ADAM 
shows good performance. 

 

Table 18: Performance measures of ADAM for the fire jets. 

 FB MG NMSE VG P FAC2 

Chamberlain  (vert. jet) -0.153 0.891 0.115 1.063 0.855 1.000 

Johnson (horiz. Jet) -0.052 0.946 0.021 1.057 0.983 0.967 

 

 

 

Figure 54:  Model performance indicators, for the jet fire trials. The horizontal lines on MG represent 95% 
confidence intervals; the solid parabola is the “minimum” VG curve.  
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3.3 Vapour cloud explosions 

All VCE models implemented in ADAM (i.e. Equivalent TNT, MultiEnergy (ME) and Backer-
Strehlow-Tang(BST) are based on a set of scaled curves for peak-overpressure and blast 

duration (or equivalently positive impulse), which refer to different blast severities. 

For the ME method, the ten scaled-curves of the peak overpressure and of the positive 

phase duration, which correspond to the 10 blast strength levels, were extracted from 

the original graph produced by the model developers (van den Berg, 2005; Mercx, 
2005). Each scaled curve was digitised by producing 1000 points and uploaded on the 

ADAM code.  

The same was done for the 9 scaled-curves of the peak overpressure and positive 

impulse of the BTS method, which were extracted from the original work of the model 
developer (Tang, 1999; Tang, 2005). Since the available 9 scaled curves are associated 

to flame speeds that do not cover all Mach values of Pierorazio’s table (Pierorazio, 2005), 
intermediate curves were created by using the spline interpolation method. 

All scaled curves uploaded in ADAM were carefully verified on the original graphs by 

superimposition.  

 

3.3.1 Test Programme BFETS3a (Full scale VCE) 

The BTETS3a experiments conducted by British Energy (BFETS BG Technology, 2000; 

Fitzgerald, 2001) were designed as a follow up of the previous BFETS2 programme (VCE 

in 1D confinement) to explore more complex confinement geometries. All of BTETS3a 
tests were conducted with Methane. 

The following table lists the input data used for the ADAM evaluation. The blast Energy E, 
used for the determination of the explosive mass, which is an ADAM input, was taken 

from the paper of Fitzgerald (Fitzgerald, 2001). that reports simulations performed by 
using Backer Strehlow Tang (BTS) and the Multi-energy (ME) methods on these tests. All 

other relevant parameters i.e., confinement, congestion for BST and the blast strength 
for ME were also taken from this paper. ADAM simulations were performed by 

considering and explosive mass as given in Table 19 and assuming a stoichiometric 

mixture with air. The explosive mass was calculated from the blast energy by considering 
a heat of combustion per unit mass of the flammable equal to 50031 kJ kg-1, as extracted 

from the ADAM database. The flame speed Mach number Mf was taken from Pierorazio’s 
table according to the new version of the BST method (Pierorazio, 2005) 

 

Table 19: Input parameters for BTETS3a simulations. 

 For BTS For ME 

Tests n. Mass(kg) Energy (J)* Confinement Congestion Reactivity Mf Strength 

1-4 83.56 4.18E+09 2D High low 0.66 6.908 

16,17,19,22 83.56 4.18E+09 2.5D High low 0.5 6.908 

24-26,29,32 167.11 8.36E+09 2.5D High low 0.5 7.452 

37,28 167.11 8.36E+09 2.5D High low 0.5 7.557 

39-44 83.56 4.18E+09 2.5D High low 0.5 6.976 

* for BTS blast energy is doubled due to a ground reflection factor of 2 

 

The outcome of the simulations on the separate groups of BFETS3a tests performed with 

ADAM are shown in Figure 55- Figure 59. These data confirms also the results of 
Fitzgerald i.e., the BST method underestimate the experimental data with the ME method 

performing better, which is evident by comparing Figure 60 with Figure 61.  
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Improved predictions were obtained by applying the ground correction method described 
by Xu et al. (Xu, 2009). The average error of the BST model with the ground correction 

method has reduced to 60% that is significantly lower if compared to the average error 
obtained with the original BST method that applies a ground reflection factor of 2 (i.e. ca. 

-60%.) (see also Figure 60). 

 

 

Figure 55:  ADAM Simulation of BFETS3a Tests 1-4 vs. experimental results. 

 

Figure 56:  ADAM Simulation of BFETS3a Tests 16, 17, 19, 22 vs. experimental results. 
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Figure 57:  ADAM Simulation of BFETS3a Tests 24-26, 29, 32 vs. experimental results. 

 

 

Figure 58:  ADAM Simulation of BFETS3a Tests 37, 38 vs. experimental results. 
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Figure 59:  ADAM Simulation of BFETS3a Tests 39-44 vs. experimental results. 

 

 

Figure 60:  Predicted overpressure vs. average measured overpressure on BFETS3a Tests. Comparison of ADAM 

results obtained with original BST method (orange triangle) and corrected for the ground effect (red squares) 
with the Fitzgerald, 2001 results (blue triangle).  
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Figure 61:  Predicted overpressure vs. average measured overpressure on BFETS3a Tests. Comparison of ADAM 
with the Fitzgerald, 2001 results obtained using the Multi Energy method. 
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3.3.2 Test Programme: EMERGE 

The EMERGE tests were performed by TNO, BG, and CMR to study vapour cloud 

explosions involving methane and propane under different congestions conditions 

(EMERGE, 1998).  

The information given in the table below provides the input parameters for VCE modelling 

used by Fitzgerald (Fitzgerald, 2001). These were used also for the simulation with 
ADAM. The blast Energy E was used for the determination of the explosive mass, input to 

ADAM, which was calculated by considering a heat of combustion per unit mass for 
methane and propane of 50031 kJ kg-1, and  46360 kJ kg-1, respectively (from the ADAM 

database). 

 

Table 20: Input parameters for EMERGE tests’ simulations. 

 

 

The outcome of the simulations on the separate groups of EMERGE tests performed with 

ADAM are shown in Figure 62Figure 69. These data confirms also the results of Fitzgerald 
i.e., the BST method underestimate the experimental data with the ME method 

performing better, which is evident by comparing Figure 60 with Figure 61.  

A point to note is, however, that small and medium scale tests were considered not 

realistic for industrial scenarios, and where not taken into consideration in the 
conclusions of Fitzgerald’s paper, in which it was argued that none of the selected models 

are reliable enough to represent these cases. This is also the conclusion with ADAM. 

Amongst the large-scale tests, which were considered in Fitzgerald’s analysis, only tests 
L1,2 (methane) had reliable overpressure data. For the tests with propane (L3, 4) it was 

not possible to extract the part the pressure wave due to deflagration and no reliable 
overpressure data were available. In the first case, the ME method provides the best 

estimate whilst BST under predicts the overpressure quite significantly (see Figure 65). 
In the second case, since no experimental data were available, the ADAM simulations 

were compared to those calculated by Fitzgerald. The results are very similar in the case 
of ME, whilst Fitzgerald results with BST are less conservative than ADAM (see Figure 

69). This is probably because Fitzgerald made use of the former BS method, which does 

not make use of the revised Pierorazio table. 
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Figure 62:  ADAM Simulation of EMERGE Tests 28-31,32-34 (methane VCE small scale, high congestion. 
Confinement 3D). Test data, ME/BST calculations vs. distance.  

 

 

Figure 63:  ADAM Simulation of EMERGE Tests A1, 4 (methane VCE medium scale, high congestion. 
Confinement 3D). Test data, ME/BST calculations vs. distance. 
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Figure 64:  ADAM Simulation of EMERGE Tests F1, 3, 6, 7 (methane VCE medium scale, medium congestion. 
Confinement 3D). Test data, ME/BST calculations vs. distance. 

 

Figure 65:  ADAM Simulation of EMERGE Tests L1, 2 (methane VCE large scale, high congestion. Confinement 
3D). Test data, ME/BST calculations vs. distance. 
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Figure 66:  ADAM Simulation of EMERGE Tests 40-42, 50, 52 (propane VCE small scale, high congestion. 
Confinement 3D). Test data, ME/BST calculations vs. distance. 

 

 

Figure 67:  ADAM Simulation of EMERGE Tests A2-3 (propane VCE medium scale, high congestion. Confinement 

3D). Test data, ME/BST calculations vs. distance. 
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Figure 68:  ADAM Simulation of EMERGE Tests F2,4, 5 (propane VCE medium scale, medium congestion. 
Confinement 3D). Test data, ME/BST calculations vs. distance. 

 

 

Figure 69:  ADAM Simulation of EMERGE Tests L3,4 (propane VCE large scale, high congestion. Confinement 

3D). In this case, no test data were reported because of the experienced transition to detonation.                

The ME/BST calculations vs. distance obtained with ADAM is compared to the same calculations reported by 
Fitzgerald, 2001. 
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3.3.3 Shell Deer Park case   

The last comparison was conducted on the observed overpressure data resulting from a 

large VCE of an accident case occurred at the Shell Company plant in Deer Park, Texas 

(EPA, 1998). Far field overpressures were estimated based on different observed levels 
of windows breakage. Although the present comparison is relevant in the far field, 

differently from the previous tests it represents a typical industrial case with a VCE with 
potential off-site effects.  

The following table lists the input data used for the ADAM evaluation as taken from 
Fitzgerald (Fitzgerald, 2001). The blast Energy E was multiplied by the heat of 

combustion per unit mass of the flammable to determine the explosive mass, which is an 
input of ADAM. The heat of combustion per unit mass of was estimated by using the rule 

of mixtures and the corresponding values for hydrogen and ethylene as taken from the 

ADAM database (111155.8 kJ kg-1). Flame speed Mach number Mf and blast strength 
were selected to maximise the overpressure effect (i.e. 5.2 and 10, respectively) 

 

Table 21: Input parameters for Deer Park case simulations. 

 For BST For ME 

Material Mass(kg) Energy (J)* Confinement Congestion Reactivity Mf Strength  

19%H2 
81% Ethylene 

610 6.78E+10 2.5D 
 

High High 
 

5.2 10 

* for BTS blast energy is doubled due to a ground reflection factor of 2 

 

The results of the simulation carried out with ME and BTS in ADAM is given in 

 
Figure 70, which shows that both methods produced similar results especially in the far 
field. In this case, the ground correction method on BST is not applied, since the flame 

speed is already the highest (i.e. Mf = 5.2).  
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Figure 70: Shell Deer Park case, overpressure in the far field. Comparison of ADAM BST (Mf = 5.2) and 

ME (strength 10) vs observed data. 
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